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Overview
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Input: 2D image collection (different object, view, light, camera, etc.)
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Rendering layers Algorithm
a) Visual Hull b) Absorption Only ¢) Emission Absorption
pvu(v) =1 — exp(z — ;) pao(v) =1 — H(1 — ;) pEa (V) = Z(l — H(l — Uaj)) Algorithm: PLATONICGAN Reconstruction Update Step
' ' ' | 1: Ipat < SAMPLEIMAGE(ppat)
2: W < SAMPLEVIEW (pPview)
3: 2 + E(Ipa)
4: v+ G(2)
5: Iview < R(w, )
6: IFront < R(w()a U)
Contribution Comparison 7: pis < log D(Ipay) +log(1 = D(Iview))
8: Cgen < log(1 — D(Iview))
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1. Adversarial training of 3D generator with 2D discriminator - + hec Pat — “tront
. . . 10: W <~ MAXMIZE(Cpis)
that operates exclusively on widely available unstructured 11: O, < MINIMIZE(CGen + ACRoc)

collections of images, i.e. no relation among images is known.
2. Family of differentiable rendering layers.

Degree of supervision
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Supvervision at training time —
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