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Reconstruction (SOTA) Application: retargeting

Our framework
• Our network takes the 2D body dense UV and keypoints as input 

and learns a pose feature for each frame.
• By concatenating the pose inputs for the past few frames, we also 

learn motion features. The learned motion features are used to 
refine the pose features to improve the temporal coherency. 

• We synthesize the final motion-aware dynamic appearance of the 
character using a StyleGAN based generator conditioned on the 
refined pose features and modulated by the motion features.
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Input:
- 2D pose/motion representation
Output:
- 2D appearance synthesis

Tasks:
- Reconstruction
- Unseen motion synthesis 

(retargeting) 
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