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Fig. 1. Parsing freehand drawings into CAD programs. In this example, the user simply draws the final shape of the hammer and the anvil (a, strokes colored by drawing order as red → yellow). From this input, Free2CAD produces a corresponding set of CAD commands (c), thus freeing the user from having to mentally parse how to construct the shape with valid CAD operations. At the core of our system is a deep sequence-to-sequence neural network that automatically segments the input drawing into groups of strokes (b), each group representing a part of the shape that can be produced by a unique CAD command. Our system sequentially processes each groups to recognize and fit the corresponding CAD commands, yielding a CAD program which, when executed, produces a 3D shape that is faithful to the input drawing (d).

CAD modeling, despite being the industry-standard, remains restricted to usage by skilled practitioners due to two key barriers. First, the user must be able to mentally parse a final shape into a valid sequence of supported CAD commands; and second, the user must be sufficiently conversant with CAD software packages to be able to execute the corresponding CAD commands. As a step towards addressing both these challenges, we present Free2CAD wherein the user can simply sketch the final shape and our system parses the input strokes into a sequence of commands expressed in a simplified CAD language. When executed, these commands reproduce the sketched object. Technically, we cast sketch-based CAD modeling as a sequence-to-sequence translation problem, for which we leverage the powerful Transformers neural network architecture. Given the sequence of pen strokes as input, we introduce the new task of grouping strokes that correspond to individual CAD operations. We combine stroke grouping with geometric fitting of the operation parameters, such that intermediate groups are geometrically corrected before being reused, as context, for subsequent steps in the sequence inference. Although trained on synthetically-generated data, we demonstrate that Free2CAD generalizes to sketches created from real-world CAD models as well as to sketches drawn by novice users.

Code and data are at https://github.com/Enigma-li/Free2CAD.
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1 INTRODUCTION

Computer-Aided-Design (CAD) is the industry standard for creating 3D shapes, but its inherent complexity has so far restricted its usage to a small elite group of expert users. CAD teachers have long identified two major challenges that prevent effective use of CAD software by novices [Bhavnani et al. 1999; Chester 2006]. First, users need to mentally decompose the shape they wish to model into a succession of geometric operations supported by CAD software – a skill referred to as strategic knowledge. Second, users need to find how to execute each operation within the software interface – a skill referred to as command knowledge. In this paper, we make a step towards addressing these two challenges by proposing Free2CAD, a sketch-based modeling system that turns a complete drawing of a 3D shape into a sequence of CAD operations reproducing the sketched object. We demonstrate the feasibility of such a system by focusing on a simplified CAD language of positive and negative extrusions, which is sufficiently expressive to create CAD models of moderate complexity from novice drawings as illustrated in Figures 1.

In order to assess drawing strategies of novice users, we first conducted a pilot study (see Figure 2). When asked to draw a target 3D shape, different users adopted different strategies. Some users (u1 to u8) drew the shape as a sequence of simple primitives – starting with a box and then subtracting a cylinder and a prism – as is expected by prior interactive systems for constructing CAD models with sketching gestures [Jorge et al. 2003; Zeleznik et al. 1996] or step-by-step sketching [Li et al. 2020; Nishida et al. 2016]. However, other users (u1 to u3) drew directly the outline of the entire shape and its details, from left to right, top to bottom, starting to draw new parts before completing the other parts. We designed Free2CAD to be robust to these different drawing permutations, effectively freeing users from the burden of strategically constructing their drawings as sequences of clearly separated steps.

Our system takes as input a single perspective drawing of the envisioned 3D shape, represented as a sequence of pen strokes drawn within our user interface in a known camera view. Inspired by the cognitive process of expert CAD modelers, our system groups the pen strokes into parts that can be produced by individual CAD operations, and recognizes which operation should be executed for each part. Since ordering the operations is an ambiguous task, we assume that users draw the shape from coarse-to-fine, such that the first stroke of each group appears before the first strokes of subsequent groups. Yet, we allow the groups of strokes to overlap in time to accommodate the different drawing orders observed in our pilot study.

Grouping pen strokes into CAD operations raises novel challenges compared to traditional sketch segmentation [Yang et al. 2021]. First, in contrast to semantic segmentation where each class has a fixed number of labels, the drawings we need to segment are composed of an arbitrary number of groups. Second, the CAD operation depicted by a group of strokes should apply to the (contextual) geometry produced by preceding operations, which introduces an implicit sequential dependence between the groups. To tackle these challenges, we propose a tailored sequence-to-sequence neural network architecture capable of processing variable numbers of groups, and of segmenting one group of strokes at a time, conditioned on the groups that have been already segmented. Importantly, our algorithm interleaves stroke grouping, CAD operation recognition, and operation execution, such that each of these steps benefits from contextual feedback on what has been constructed so far.

In the absence of a dataset of aligned, real-world drawing and CAD modeling sequences, we train our system by generating a large amount of synthetic CAD sequences that we render in the style of a line drawing. This synthetic data provides us with ground truth group labels to train our stroke grouping module. However, despite reaching reasonable grouping accuracy, this module inevitably introduces prediction errors at test time, which propagate to subsequent groups when the model is executed in an auto-regressive fashion. Various strategies have been proposed in the literature on sequential architectures to deal with this so-called exposure bias [Mihaylova and Martins 2019], such as mixing ground truth labels with predicted labels during training to teach the model to recover from mistakes. We use the unique geometric setting of our problem to propose a novel solution to this challenge. Specifically, we leverage the fitting procedure to identify strokes that have been mislabeled within a group, and use this information to correct the grouping information before executing the model to predict the next group. By interleaving grouping prediction and geometric fitting, our design effectively injects 3D information within the grouping task, achieving higher accuracy than its naive counterpart.

We evaluate our system on user-drawn sketches, as well as on drawings generated from publicly available CAD sequences [Willis et al. 2021]. In both cases, Free2CAD can successfully convert a drawing to a sequence of ordered CAD operations (see Figure 1). Note that in both cases we test our system on out-of-training data, thereby evaluating the generalization behavior of Free2CAD.

In summary, we introduce the following contributions.

- A novel neural network architecture for stroke grouping. This sequential architecture supports an arbitrary number of strokes and an arbitrary number of groups, sequentially producing one group at a time.
- An interleaved segmentation and geometric fitting scheme that leverages inferred 3D geometry to improve (subsequent) grouping of strokes that represent CAD operations.
• Combined together, these technical contributions enable the first sketch-based modeling system where users can draw entire 3D shapes freehand without knowing how they should be decomposed into CAD operations.

We report extensive evaluation on ~300 sketches automatically produced using the Fusion360 dataset [2021]. Our user study shows that even users without CAD modeling background can produce usable CAD sequences with our system, and that our method allows different users to approach this drawing task with different strategies.

2 RELATED WORK

Our work bridges sketch-based modeling and CAD modeling. The key challenge is to segment the input drawing into parts that correspond to CAD operations. We next discuss related work in sketch-based modeling, CAD modeling, and sketch segmentation.

Sketch-based modeling. The recent survey by Bonnici et al. [2019] provides a detailed discussion of existing sketch-based modeling systems, and points to the open challenges of the field. In particular, they identify the need for methods that would integrate seamlessly in existing design workflows, which motivates our system to translate freehand drawings into CAD commands.

In the last two decades, a number of algorithms and user interfaces have been proposed to lift 2D drawings to 3D [Bae et al. 2008; Gryaditskaya et al. 2020; Li et al. 2017; Lipson and Shpitalni 1996; Orbay and Kara 2012; Schmidt et al. 2009; Xu et al. 2014]. Most of these algorithms cast the problem of 3D reconstruction as an optimization where the depths of the pen stroke are treated as variables, and geometric relationships between the strokes — such as parallelism and orthogonality — act as constraints. Unfortunately, the 3D curves and surfaces that these methods produce have many degrees of freedom, which make them difficult to edit, and prone to over-fitting to drawing inaccuracy.

Higher robustness and editability is achieved by methods that convert drawings into 3D shapes defined by a small number of parameters. Early work relied on specific drawing gestures or user annotations to instantiate parametric primitives and operations [Gingold et al. 2009; Jorge et al. 2003; Shao et al. 2013; Shtof et al. 2013; Zeleznik et al. 1996]. Recent methods leverage deep learning to recognize pre-defined shapes and to regress their parameters [Huang et al. 2016; Li et al. 2020; Nishida et al. 2016]. However, these methods assume an iterative workflow where users draw a single operation at a time, which is immediately translated into a CAD operation to serve as context for the next operation. As a result, while these systems effectively free users from having to execute CAD commands in feature-rich user interfaces, the users are still required to strategically decompose the target shape into a series of drawing steps corresponding to individual CAD commands. The same limitation applies to commercial tools which, although offering simple user interfaces for novices [Autodesk 2019; Shap3D 2016; Trimble 2019], require users to plan the sequence of operations needed to reach their goal.

CAD modeling. Our approach contributes to the ongoing effort to automate part of the CAD modeling workflow. Treating CAD instructions as a domain-specific hand-drawn programming language, several approaches attempt to synthesize CAD programs to reverse-engineer 2D or 3D shapes [Du et al. 2018; Ellis et al. 2018; Jones et al. 2020; Kania et al. 2020; Nandi et al. 2018; Sharma et al. 2018; Tian et al. 2019; Wu et al. 2018, 2021; Yu et al. 2021]. A major challenge faced by this family of methods is to explore the combinatorial space of all possible CAD sequences that can reproduce a target shape. Machine learning emerged as a key ingredient to make this problem tractable, as it can be used to focus the search on the most promising sequences [Ellis et al. 2019; Willis et al. 2021; Xu et al. 2021]. Working with drawing sequences reduces the size of this search space, as we can exploit the fact that people often draw shapes from coarse-to-fine, even though the precise ordering of the individual strokes differs among users (cf., our pilot study reported in Figure 2). On the other hand, drawings lack 3D information, which prevents us from relying on 3D primitive fitting or space partitioning to identify candidate CAD operations, as commonly done to reduce the complexity of the problem [Du et al. 2018; Wu et al. 2018; Xu et al. 2021]. We instead leverage deep learning to identify strokes that belong to the same operation.

In addition to providing a compact representation of 3D shapes, CAD programs also support constraints between the elements that compose a shape, which helps preserve the original design intent during editing. Several recent methods focus on identifying such constraints, often in the context of so-called CAD sketches that represent intermediate 2D shapes that are extruded to form 3D surfaces [Ganin et al. 2021; Para et al. 2021; Seff et al. 2021]. In an interactive setting, Hempel et al. [2019] propose novel workflows to create graphical programs with constraints through direct manipulation of the resulting shapes. We restrict ourselves to a set of simple heuristics to identify constraints and regularize our 3D shapes as a post-process, and instead focus on the challenge of recognizing CAD command sequences from approximate drawings.

Sketch segmentation. The problem of grouping strokes into meaningful entities has been explored in the context of semantic sketch segmentation [Li et al. 2018, 2019; Schneider and Tuytelaars 2016; Yang et al. 2021]. However, our goal differs as we aim at identifying parts of a shape that can be produced by CAD operations, such as holes and protrusions, rather than recognizing parts that have a semantic meaning, such as the legs of a chair or the wings of a bird. Furthermore, we target perspective drawings of 3D shapes rather than abstract drawings of pre-defined object classes. To tackle this task, we propose a tailored neural network architecture that supports an arbitrary number of groups, and that benefits from fitting of geometric operations to improve its predictions. Our evaluation shows that our novel architecture outperforms state-of-the-art sketch segmentation methods on our task.

We note that our goal relates to an early effort by Chen et al. [2007] to decompose line drawings of complex 3D shapes into simpler parts, but their geometric algorithm requires that the input drawing forms a well-connected graph to detect so-called internal faces along which they cut the shape. In contrast, our deep learning approach is robust to drawing inaccuracies and it decomposes the drawing into parts based on whether they can be explained by CAD commands.
3 OVERVIEW

CAD modeling is difficult for novices because they often struggle to mentally decompose their target shape into a sequence of CAD commands. We aim at making CAD modeling accessible to a broader audience by letting users directly draw the target shape they have in mind, and leverage deep learning and geometric fitting to automatically decompose the drawing into parts that can be expressed as CAD commands.

Formally, our system takes as input an ordered sequence of strokes $S = \{s_i\}$ that depicts a complex shape, and outputs a sequence of CAD commands $O = \{o_j\}$ which, when executed, reproduces well the depicted shape. Following recent work on data-driven CAD modeling [Li et al. 2020; Willis et al. 2021; Wu et al. 2021], we demonstrate our approach on a simplified CAD language that supports the positive or negative extrusion of polyhedral shapes and cylinders, as illustrated in Figure 4. While this language would not suffice to model complex shapes, for many everyday consumer products the simplified setting is sufficiently expressive and allows us to progress towards the ambitious goal of forming CAD models directly by sketching.

Given this problem definition, our key challenge is to group the input strokes into subsets $\mathcal{G}_j = \{s^j_i\}$, based on which we recover one CAD command $o_j$ per group. Figure 3 details the main components of our proposed method.

In the first step, we design a sequence-to-sequence neural network to identify which strokes should belong to the same group (Sec. 4). This neural network selects one group of strokes at a time, yet processes consecutive groups together to share local information. We describe how to apply this neural network in a sliding window fashion to handle sequences of groups of arbitrary length (Sec. 4.3).

In the second step, we take the subset of strokes that forms each group and optimizes the parameters of the CAD operation to best
reproduce these strokes. This step is similar to the recent interactive sketch-based modeling system by Li et al. [2020], and we build on their methodology to relate strokes to CAD parameters (Sec. 5). Note that since the user draws in our system, camera information is always available.

Importantly, the two parts of our method are not separated; they are intimately connected during execution such that the fitted CAD commands provide geometric context to correct for errors in stroke grouping, and to fit subsequent operations (Sec. 6).

4 SEQUENTIAL GROUPING OF STROKES

The main challenge we face to create CAD models from complete drawings is to segment the drawing into groups of strokes, such that each group corresponds to a CAD command, and the resulting sequence of operations composes into the final shape. Given the sequential nature of both our input and output, we cast stroke grouping as a sequence-to-sequence translation task, which we implement using a Transformer architecture, popularized in natural language processing [Vaswani et al. 2017]. However, applying this architecture in our context opens several questions. How should we feed our drawings to such a sequential neural network? How can we scale the method to handle long sequences of groups? We answer these questions in the next sections, before describing how we fit CAD operations on the extracted groups of strokes.

4.1 Stroke Embedding

The original Transformer architecture was designed to process text, and relied on a learned embedding to encode each word as a vector of fixed size for subsequent processing. There are two popular options to encode drawings into such a compact, fixed-size representation. A first option is to encode the drawing using a CNN [Li et al. 2019] or a graph convolutional network [Yang et al. 2021], which allows the compact vector to capture information about the shape and spatial layout of the strokes. A second option is to treat the drawing as a sequence of stroke points [Ha and Eck 2018; Ribeiro et al. 2020], which allows the compact vector to capture information about drawing order. We combine these two options by treating the drawing as a sequence of bitmap strokes, and by encoding each stroke using a CNN.

Denoting the rasterized image of a stroke $s_i$ as $I(s_i) \in [0, 1]^{256 \times 256}$, we pre-train a CNN auto-encoder architecture by minimizing the reconstruction loss

$$\|I(s_i) - D^S(E^S(I(s_i)))\|^2,$$

where $E^S$ and $D^S$ denote the stroke encoder and decoder, respectively. We then discard the decoder and freeze the encoder to train the grouping Transformer, to which we feed the compact code $s_i = E^S(I(s_i))$. Following the original Transformer architecture, we augment each code with a sinusoidal positional encoding [Vaswani et al. 2017], which in our context allows the network to reason about the relative ordering of strokes within the drawing sequence.

Since the Transformer groups the strokes in an auto-regressive fashion (see below), we also need a way to feed it an embedding of the strokes that have already been grouped. We do so by also training the CNN auto-encoder to reconstruct drawings composed of multiple strokes. Denoting $G_j$ a group of strokes and $I(G_j)$ the corresponding image, we express the compact code of a group as $g_j = E^S(I(G_j))$.

4.2 Grouping Transformer

Given the sequence of input strokes, each encoded as a compact vector $s_i$, the task of our Transformer neural network is to group strokes that represent the same CAD operation, one operation at a time. One option would be to express stroke grouping as a classification task, and train the Transformer to predict a sequence of group labels of same length as the input [Qi and Tan 2019]. But this option has several drawbacks: first, it would require knowing the number of groups in advance, and second, it would require generating the entire sequence of labels before attempting to assign a CAD operation to each group. Instead, we express stroke grouping as a selection task using a mechanism inspired by Pointer Networks [Vinyals et al. 2015].

The main intuition behind this mechanism is to train the Transformer encoder-decoder architecture to predict a compact code that is representative of the group of strokes to be selected, and compare this code to the code of each stroke to decide which one to keep. To do so, the Transformer encoder $E^T$ embeds all input strokes into a latent space based on mutual attention, such that each stroke is now associated with a compact code $\hat{s}_i = E^T(s_i)$ that accounts for all other strokes in the sequence. The Transformer decoder $D^T$ then takes as input the sequence of stroke codes $[\hat{s}_i]$ and predicts the code of the current group, which we denote $\hat{g}_j$. Given these two types of code, we express the probability that stroke $s_i$ belongs to group $G_j$ as

$$p_j^i = \sigma(\hat{s}_i \cdot \hat{g}_j),$$

where $\sigma(\cdot)$ is the sigmoid activation function, and $p_j^i > 0.5$ indicates that stroke $s_i$ should be selected. Note that since our task requires selecting multiple elements at once, our formulation differs from the original Pointer Networks that rely on a softmax function to select one element at a time. Finally, we train the grouping Transformer to generate codes that satisfy our selection rule by minimizing the binary cross-entropy loss function:

$$\sum_{g_j} \sum_{s_i} (\mathbb{1}_{s_i \in G_j} \log(p_j^i) + (1 - \mathbb{1}_{s_i \in G_j}) \log(1 - p_j^i)), \tag{1}$$

where $\mathbb{1}$ is the indicator function.

Similarly to the original use of Transformer, where translated sentences are generated one word at a time, we apply the architecture auto-regressively to predict one group at a time. Formally, given a start token STR, the decoder $D^T$ outputs a sequence of group codes $\hat{g}_j$ inductively, i.e., $\hat{g}_j := D^T(\text{STR}, \hat{g}_{0:j-1}; [\hat{s}_j])$, where the current group is predicted based on attention to the previous groups and all encoded strokes. In this formulation, we use the CNN encoder described in the previous section to compute the compact codes $g_{0:j-1}$ that represent the strokes selected in previous groups. At training time, we compute these codes using images of the ground truth groups; while at test time, we compute codes using images of the groups corrected by the geometric fitting procedure.
as described in Sec. 6. Finally, we indicate the end of the sequence via an empty group \(G_0 = \emptyset\).

**Group order ambiguity.** Ordering the groups is an ambiguous task, because CAD commands can often be permuted yet produce the same outcome. To remove ambiguity, we order the CAD operations to agree with the occurrence of the corresponding strokes, i.e., \(G_i < G_j\) iff \(s_i < s_j\) in the input drawing, where \(<\) denotes precedence in a sequence. In other words, we assume a partial ordering of the operations in the input drawing, even though we allow users to start drawing a new operation before finishing the previous ones. See Sec. 8.5 for more discussions about the impact of this design on user sketching.

### 4.3 Processing Long Sequences of Groups

Equation 1 computes the loss function over all groups at once, which allows the Transformer to share information between groups. However, training such an architecture to handle a varying number of groups would require a very large dataset, where sequences composed of 1 to \(N\) groups would appear in equal proportions. An alternative option would be to only train the Transformer to select one group against all others, and apply the architecture iteratively until all strokes have been selected. But this scheme would prevent gradient back-propagation across groups, making the current group blind to the errors it might induce in subsequent groups. Our solution offers a balance between these two extremes. Specifically, observing that complex objects are often composed of locally independent parts, we adopt a sliding-window scheme that progresses over the sequence of groups by predicting \(K\) groups together, conditioned on the groups predicted so far, as shown in Fig. 5.

Concretely, given a sequence of \(N > K\) groups, we train the Transformer to predict \(K\) groups \(G_{j...j+(K-1)}\), along with a tail group that contains all strokes of groups \(G_{j+(K)}...N\). We set \(j\) to an arbitrary position within the sequence, and we replace the start token STR by the CNN encoding of the previous groups \(g_{k<j}\) for \(j \neq 0\). During inference, the tail group is recursively processed by the network until it becomes empty; meanwhile, the strokes selected in the earlier iterations are encoded to form the context \(g_{k<j}\).

As shown in Sec. 8.1, this sliding window scheme handles multiple groups robustly and achieves better performance than a naive training on long sequences because it breaks cluttered sketches into manageable sub-parts. We also experimented with different sizes of the sliding window and found that \(K = 3\) offers a good trade-off between complexity of the architecture and prediction accuracy.

### 5 PER-GROUP CAD OPERATION RECONSTRUCTION

For each group of strokes \(G_j\) selected by the grouping Transformer, our next challenge is to recover a CAD operation \(o_j\) that reproduces well these strokes. This task is similar to the one faced by Li et al. [2020] in their interactive sketch-based modeling system, where they rely on a context-aware CNN architecture to recognize and fit CAD operations on individual drawing steps. However, Li et al. assume that users draw complete geometric primitives within each step, which are added or subtracted from the current shape to sequentially create complex objects. In contrast, since we take as input a single drawing of the final shape, individual groups often only represent an incomplete geometric primitive, as shown in Fig. 6. We now describe how we adapt their approach to handle this more complex scenario.

The extrusion operations we support are parametrized by a *base curve* that is extruded from a *base face* of the existing geometry, as detailed in Fig. 4. Given the shape \(M\) reconstructed from prior groups and the probabilities \(P_i\) of each stroke to belong to the current group \(G_j\), we proceed with the following steps to recover these parameters:

**Contextual information.** We first generate depth and normal maps \(D, N\) of \(M\). These maps provide contextual information to identify the strokes that form the base curve to be extruded, and the face of \(M\) from which the curve should be extruded. For the very first group \(G_0\), we render a ground plane as context.

**CNN-based segmentation.** Next, we rasterize all the strokes to form an image \(I(S)\), where we weight each stroke \(s_i\) by its probability \(P_i\) such that the strokes that are likely to belong to group \(G_j\) are more opaque. We adopted this soft blending strategy to preserve
On the one hand, we leverage the parametric CAD operation as a tool to exploit the complementary information provided by each task. However, both of these tasks can produce erroneous results, which propagate to subsequent grouping and fitting one operation at a time. Hence, we process an input drawing by interleaving these two tasks, equipped with the ability to group strokes and to fit CAD operations. Given the input strokes, the network regresses the segmentation maps and predicts the grouped strokes $G_0$ and $G_1$. The parameter fitting algorithm then finds the fitted base shapes $c_0$ and $c_1$. After applying the extrusion operation, feature lines of the constructed shapes are used in the later grouping correction process. Finally, we get the resulting shape.

### 6 Iterative Evaluation with Correction

Equipped with the ability to group strokes and to fit CAD operations, we process an input drawing by interleaving these two tasks, grouping and fitting one operation at a time. However, both of these tasks can produce erroneous results, which propagate to subsequent operations if not treated carefully. Our solution to this challenge is to exploit the complementary information provided by each task. On the one hand, we leverage the parametric CAD operation as a strong regularizer to identify and correct mislabeled strokes that do not align with the recovered 3D shape. On the other hand, we consider that a CAD operation has not been well recognized if too many strokes need to be corrected to make the group agree with the recovered shape.

#### Correcting erroneous groups

During training, we predict each new group $G_j$ by feeding the Transformer decoder $D^T$ with ground-truth preceding groups $G_{0...j-1}$, a strategy known as teacher-forcing in sequence-to-sequence learning. However, while this strategy stabilizes training, it does not reflect a realistic inference scenario where $D^T$ is fed with groups predicted in the previous iteration. Since predicted groups are imperfect, the network accumulates errors and its performance degrades as it progresses through the sequence, an issue known as exposure bias [Mihaylova and Martins 2019].

To tackle this issue, during inference we perform an online correction of each group before it is used to predict the next group. Given the 3D shape produced by the recovered operation $o_j$, we project its feature lines in the drawing plane and attempt to match them to all strokes that have not been assigned to any of the previous groups, $s_i \notin G_{0...j-1}$. We first detect strokes that fully cover the feature lines by computing the bidirectional Chamfer distance between each stroke and each feature line, keeping the ones for which this distance is below a threshold $\epsilon_1 = 2\%$ of the diagonal length of the stroke’s bounding box. We then identify strokes that only cover part of a feature line, which is common in the presence of subtractive extrusions. We detect these strokes by computing the Hausdorff distance from short strokes to long feature lines and keeping the ones for which this distance is below $\epsilon_1$. However, this procedure might select multiple short strokes that belong to different parts of the object and yet are close to the feature line. When multiple such strokes overlap, we only keep the ones that are connected to...
strokes that were identified to fully cover feature lines of the shape. Fig. 6 illustrates this correction on a typical prediction.

Detecting erroneous CAD operations. The CAD operations recovered by the procedure described in Sec. 5 are sensitive to the accuracy of the stroke groups, and to the accuracy of the base face and curve segmentation. We include several safeguards against erroneous operations. First, we detect cases where the base face or curve cannot be identified robustly from the predicted maps $B_e$ or $B_f$. This typically happens in ambiguous configurations, where the maps exhibit weak, blurry foregrounds from which no dominant faces or edges emerge. Second, we detect cases where the group predicted by the Transformer and the group corrected by the CAD operation differ by more than half of their strokes. In these cases, we do not include the CAD operation in the final shape, and we do not correct the predicted group before proceeding with the next group. While this strategy can result in incomplete shapes, it prevents catastrophic failures where erroneous operations degrade the recovery of subsequent ones.

7 IMPLEMENTATION

7.1 Dataset

As there is no existing dataset that contains paired CAD modeling sequences and corresponding sketches segmented according to CAD commands, we exploit the procedural nature of CAD models to synthesize a large dataset with the ground-truth labels needed to train our network.

Sequence generation. We generate each sequence of operations $[o_i]$ starting from the ground plane. For each subsequent operation, we randomize its base shape from the collection of $N$-gons and circles, where $N \in \{3, 4, 5\}$. The base face on which the operation is applied is always selected from the front-facing planes of the existing shape (viewpoint selection is discussed next), as otherwise an invisible base face provides ambiguous context for operation reconstruction. The other parameters of the operation, i.e., add/subtract and the offset distance, are then chosen randomly. Finally, we check the validity of the primitive shape constructed from the operation, to remove degenerate shapes that contain self-intersections, are out of the unit bounding box, or have too short projected strokes.

We synthesized sequences of up to 5 operations and balanced the occurrence of each sequence length with a ratio of 1:10:10:10:10. We denote splits of this dataset into sequences of specific lengths as $S_1 \cdots S_5$. In total, we have generated 82k valid sequences of operations, and randomly split them into training and testing sets by ratios of 80% and 20% respectively.

Sketch generation. Given a sequence of commands $[o_i]$, we execute them to obtain a corresponding sequence of intermediate shapes $\{M_i\}$. We extract the sketch from the final shape $M_n$ as the collection of feature curves $S = \{s_j\}$, and assign each feature curve to the group corresponding to the command which first introduces it, i.e., $s_j \in G_k$, such that $k = \min_k s_j \in M_k$. Examples of synthetic sketches are shown in Fig. 7.

We randomly shuffle the strokes to make our network robust to diverse stroke ordering (Fig. 2). However, to avoid group ordering ambiguity (Sec. 4.2), we ensure that $s^i_0 < s^j_0$ for two groups $G_i < G_j$, where $s^i_0$ denotes the first stroke in group $G_i$.

View selection and stroke rendering. Following the common practice of design sketching and sketch-based modeling systems, we assume that our input sketches are drawn under an informative perspective viewpoint, also known as 3/4 view, that shows the shape with minimal foreshortening on all sides. Therefore, when synthesizing the CAD operations and rendering the resulting models as sketches, we select a 3/4 view oriented towards the ground plane and uniformly sample 20 other viewpoints around it within 30 degrees variation, to simulate slight deviation of viewpoints in approximate sketches. Finally, we render all strokes using a similar style and perturbation scheme as in Li et al. [2020] to mimic hand-drawn inputs and make the system robust to inaccurate sketches (see supplemental material for more details).

Data augmentation for sliding window training. We also use our synthetic dataset for training the network with the sliding window scheme. To simulate the sliding window, we randomly skip several operations (including no skipping) for a given sequence. We compose the skipped operations to form a shape that serves as context, and train the network to predict the remaining operations. We applied this procedure on half of the original dataset to augment it to 123k sequences that we used to train the sliding window networks.
We have combined all the ingredients of our algorithm to develop a neural network that can help users draw under orthographic projection, a feature that participants of our study greatly appreciated. We also place an initial ground plane under a 3/4 view that serves as context for the first participants of our study. We facilitate 3D navigation by letting the user click on a face of the existing shape under the novel viewpoint, and automatically snap the camera such that this face becomes observed under a 3/4 view (see the accompanying video for a demonstration).

A major strength of our approach is that it produces interpretable and editable sequences of CAD commands, which we leverage by allowing users to edit operation parameters as in traditional CAD software. Please refer to the accompanying video for such a parameter editing example. However, we did not use this feature for the results shown in the paper, nor for the user study so as to demonstrate the results of the main Free2CAD algorithm.

Regularization. In addition to the features mentioned above, we facilitate modeling of precise shapes by regularizing individual pen strokes, and by regularizing the recovered 3D shapes. We apply smoothing on the raw user strokes and we snap straight lines to the edges and vertices of the isometric grid. We snap the base shapes into their closest regular shapes, e.g., right triangle, rectangle, pentagon, when this change remains within a small threshold. For subtraction operations, we snap the extrusion distance when the extruded face is close to an existing shape face. We also align pairs of adjacent primitives, e.g., to align their centers or edges when close enough. Note that the regularization feature is optional and can be switched on/off in the interface.

8 RESULTS AND DISCUSSION

Using our modeling system, we have produced several CAD models with varying complexity. Typical examples are shown in Figs. 1 and 9, additional results can be seen in the supplemental material. We modeled all these results using a single drawing, except for Fig. 9a where we applied a 3D rotation to carve a hole on the bottom of the initial shape. To validate the effectiveness of our tool, we have conducted a user study (Sec. 8.4), a comprehensive ablation study (Sec. 8.1), and also compared our grouper with a recent semantic stroke segmentation algorithm (Sec. 8.3). Besides, we evaluated the generalization ability of our approach on the Fusion360 [Willis et al. 2021] dataset which contains real-world CAD sequences (Sec. 8.2). The accompanying video shows real-time modeling sessions using our system.

Runtime. All the experiments and tests are performed on a desktop PC with Intel(R) Core i9-9900 3.1GHz CPU and NVidia RTX 2070 Super GPU. Typically, the inference time of all networks is instantaneous, taking around 40ms, and the overall time for a modeling trial with three steps including the network inference and the following post-processing is around 1s.

8.1 Ablation study

There are several technical design choices of our algorithm, including the sliding window scheme for longer sequences and the geometric correction step. We validate these components by ablation tests evaluated on the grouping task. We report the grouping accuracy statistics separately on test datasets of S2 to S5 to see how the sequence length representing sketch complexity impacts performance. We have omitted results on S1 because sequences made of a single command are trivial to process for all settings.
Fig. 9. Result gallery. We show a selection of modeling sessions using our method. In each case, the final model was created from a single view drawing (except example (a), where the last step is drawn from a second view) with 10-44 strokes that were respectively parsed into 4-5 groups, finally producing the corresponding inferred CAD models. All the models were drawn against an isometric grid background.
We have designed the following ablation settings:

- **Grouping network without sliding window.** We directly train a grouping network on the whole dataset containing sequences of 1 to 5 commands, denoted as $D5$.
- **Grouping network with sliding window of unit size.** For the sliding window scheme, a natural option is to predict one group at a time and leave the rest for future iterations. We denote this network as $\text{Sliding}(k=1)$.
- **Our design: a sliding window with three steps.** In our final design, we use a sliding window of width three and denote the resulting network as $\text{Sliding}(k=3)$. Furthermore, we tested several versions of this network to evaluate the impact of our geometric correction in comparison to a ground-truth correction.

The grouping accuracy of different settings are shown in Fig. 10. We define grouping accuracy as follows. Denote the ground-truth assignment of strokes to groups by $M$, a binary matrix of dimension $S \times G$ where $S$ is the number of strokes and $G$ the number of groups, therefore $M_{i,j} = 1$ if stroke $s_i$ belongs to group $g_j$ and zero otherwise; further denoting the predicted assignment matrix as $M'$ of the same shape as $M$, we compute grouping accuracy as

$$\frac{1}{S \cdot G} |M - M'|.$$  \hspace{1cm} (2)

While it is expected that as the sequence length grows the performances of all settings degrade, there are contrasts among the settings.

*Sliding window for longer sequences.* By comparing $D5$, $\text{Sliding}(k=1, \text{w/o correction})$ and $\text{Sliding}(k=3, \text{w/o correction})$, we observe that although $D5$ is a grouping network directly trained on sequences of up to 5 commands, its performance is not as good as the network trained with a sliding window of 3 commands. We hypothesize that long sequences can be too cluttered and ambiguous to parse; while breaking long sequences into chunks of length 3 makes the grouping task easier to learn. We also observe that $\text{Sliding}(k=1, \text{w/o correction})$ performs the worst, which confirms that when limited to single group prediction, the network cannot learn to leverage the mutual information among consecutive groups.

*Geometric label correction.* The $\text{Sliding}(k=3, \text{GT correction})$ setting serves as an upper bound of sliding window settings, as ground-truth groups are sent to the decoder to predict the next group. Our final setting $\text{Sliding}(k=3, \text{correction})$, used in real applications, instead uses online geometric correction based on the reconstructed primitives. Fig. 10 reveals that our final setting improves significantly over the version without correction, i.e., $\text{Sliding}(k=3, \text{w/o correction})$, and comes closer to the upper bound setting with ground-truth correction. This comparison demonstrates the efficiency of our sliding window scheme with online group correction.

To better understand the grouping accuracy, we have further evaluated the fraction of models that are successfully reconstructed on S2 to S5 using our full pipeline, where we consider that a model is successful if it has the correct topology (same number of operations) and geometry (low Chamfer distance). If we use tight topological and geometric tolerance, the ratios are 84%, 70%, 54%, and 28%, respectively. Note that these success rates are biased by the strictness of metrics. In fact, we generally obtain reconstructions with decent overall shapes even for low accuracy samples; see the examples in Figs. 9 and 11, as well as more results in the supplemental material.

### 8.2 Evaluation on Fusion360 dataset

Recently, several CAD modeling datasets containing real user creations have been released [Koch et al. 2019; Willis et al. 2021]. While these dataset do not include sketches, we can leverage their CAD sequences to test the ability of our method to generalize to real shapes. To this end, we curated a representative subset (294 models) of Fusion360 [Willis et al. 2021] and cleaned and converted its command sequences to extrusion operations compatible with our system. We then synthesized strokes depicting the final shapes to serve as input for our method. To our knowledge, this is the first attempt to evaluate a sketch-based modeling system on such a large, out-of-training dataset.

Fig. 11 shows representative results of this experiment, where the shapes recovered by Free2CAD closely match ground-truth, even though the predicted sequences of operations often differ from the original Fusion360 sequences, which can contain operations we do not support, such as extrusions of multiple base shapes at once.

Fig. 12 provides more quantitative results by plotting several statistics as a function of the sequence length. In addition to the frequency of different command sequence lengths, the grouping accuracy as defined in Eq. (2) and the chamfer distance between our reconstructed shapes and the shapes from Fusion360, we also calculate the ratio of strokes that are properly assigned to operations. As strokes can be left unassigned if its corresponding operation is not recognized or not properly reconstructed (see Sec. 5), the ratio of explained strokes also reflects how well our system parses the sketches. To measure the stroke grouping accuracy, we obtained ground truth sequences by converting the original sequences to the operations we support.

Fig. 12 shows that the number of operations increases, the accuracy of our method progressively reduces, as measured on the grouped strokes as well as on the Chamfer distance between the reconstructed shape and ground-truth. The domain gap between our synthetic data and real CAD models is stronger on long sequences (5 operations and more), for which our method could only explain half of the strokes. In practice, we observed that our method often...
succeeds to reconstruct the overall shape of the model from the first strokes, but struggles with details captured by later strokes, which explains why the Chamfer distance remains low even for sequences that are partly reconstructed. See the inset of two examples in Fig. 12(c) for the matching of specific values and visual differences. Nevertheless, our method achieves high accuracy on shorter sequences, which forms a large part of the Fusion360 dataset. The conversion procedure and additional results on the Fusion360 test set can be found in the supplemental material.

8.3 Comparison
To the best of our knowledge, we are the first to do geometric stroke grouping for CAD shape modeling. The most related task is semantic segmentation of freehand sketches; we compare our method to a state-of-the-art method developed for this task. From the perspective of sketch-based CAD modeling through command parsing, we also compare our method with Sketch2CAD [Li et al. 2020] that however assumes that a sketch represents a single command.

Sketch semantic segmentation. Our task is related to semantic segmentation of freehand sketches, but also has key differences. In semantic segmentation, labels are predefined, e.g., a character has four semantic parts - head, body, arm and leg, and the task is to predict a part label for each stroke, so that strokes with the same label are grouped together. Moreover, semantic segmentation algorithms are usually applied on planar abstract drawings of objects rather than perspective drawings of 3D shapes. Despite these differences, we trained the state-of-the-art segmentation approach SketchGNN [Yang et al. 2021] to segment an input sketch into three groups, each corresponding to a CAD command in a sequence. For this comparison, we trained both SketchGNN and our grouping network on a dataset consisting of S1 to S3. We did not train our network with the sliding window scheme, as the sequence length is at most three in this experiment.

The results are reported in Table 1, where stroke accuracy (denoted as \(S_{\text{Acc}}\)) is computed as the percentage of strokes that are correctly assigned to corresponding groups, following the common practice of sketch segmentation tasks. Our grouping network performs significantly better than the default SketchGNN on this task. Since the stroke order is not used in SketchGNN but encoded in our sequence input, we further augment strokes fed to SketchGNN with an additional channel that contains the order information, which we denote as SketchGNN+. As shown in Table 1, while SketchGNN+ performs better than without stroke order input, it is still far less accurate than our network. We hypothesize that since SketchGNN uses a graph convolutional network defined over proximate strokes of the sketch, it struggles with perspective drawings where strokes that belong to different operations frequently overlap. In contrast, our approach benefits from the ability of the Transformer network to reason about long-range interactions between strokes.

Sketch2CAD. Aiming at a similar sketch-based CAD modeling task, Sketch2CAD [Li et al. 2020] adopts a sequential workflow to model complex shapes part-by-part from several views, which requires the user to decompose the target shape into CAD commands mentally and input the sketch of each command sequentially. Fig. 13 illustrates this fundamental difference, where Sketch2CAD attempts to recognize a single CAD operation from a drawing that would require two operations, and as a result fails to properly fit the operation to the drawn lines. In comparison, Free2CAD can successfully parse the complete drawing consisting of multiple operations and faithfully reconstruct the intended shape. While applying Sketch2CAD on the ground-truth groups of strokes one-by-one may work, our core contribution is to automate the grouping task.

8.4 User study
To evaluate the expressiveness and accessibility of our modeling system, we invited 5 novice users without 3D modeling expertise for a study. The users are first given a 15-20min tutorial about the modeling system, where we present sample sketches and corresponding result shapes and discuss the drawing interface. After a short practice session where the users can freely try the prototype system, the users are asked to model two reference shapes (green in Fig. 14) that can be viewed in full 3D through a standalone viewer, by sketching in one view only. Note that the users are not required to reproduce the exact dimensions of the reference objects but are allowed to deviate from them for casual exploration.

We find that within 15 minutes\(^1\) all the users can successfully sketch proper shapes. The drawings and result shapes obtained by the five users are shown in Fig. 14, where the strokes are again color-coded by their ordering within the sketches. As is expected, while the overall scheme still follows a coarse-to-fine approach where larger parts are drawn first as anchors for smaller parts, the users use very different drawing sequences for the same reference object, which our system handles robustly. Meanwhile, the users find it easy to conceive the sketches as they intuitively capture the feature lines of the target shapes; some expressed surprise that such line drawings can be instantly turned into complete shapes.

The users commented on the convenience provided by isometric grid for referencing and the regularization of line drawing, which helped them to draw relatively straight lines despite their lack of drawing experience (see also the line quality in Fig. 14). However, to draw curves and circles is a bit harder, as shown by e.g., the distorted curves of P5 for the second object. Nevertheless, our system can robustly parse such strokes and fit operation parameters.

8.5 Stroke drawing order
As noted in Sec. 4.2, our system is designed to process diverse drawing orders of the sketch depicting the final shape, albeit with

<table>
<thead>
<tr>
<th></th>
<th>SketchGNN</th>
<th>SketchGNN+</th>
<th>Our Grouper</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_{\text{Acc}}) (%)</td>
<td>79.86</td>
<td>84.47</td>
<td>93.05</td>
</tr>
</tbody>
</table>

\(^1\)We could not run in-person sessions due to COVID-related restrictions, thus due to internet delay, users had to wait for 1-2s before each stroke was displayed on their end, which slowed down the sketching sessions (see supplemental for detailed records).
Fig. 11. Evaluation on Fusion360. We quantitatively evaluated Free2CAD on 294 models from the Fusion360 CAD dataset that were automatically converted to fixed view drawings. Primitives were drawn in the order they appeared in the CAD descriptions. While our method performed satisfactorily in recovering the 3D shapes, the sequence of operations were sometimes (a), (b), (e) different as CAD commands only describe a partial ordering. In example (e), ours failed to recover the groove of the bolt head. In black and red, we show our recovered CAD command sequence; if different, in blue, we show Fusion360’s ground truth.
9 CONCLUSION AND FUTURE WORK

Planning how to construct a 3D shape using CAD operations is a very challenging task. In this paper, we have explored the potential of machine learning and geometry processing to assist novice users in this task. We have presented Free2CAD that parses an ordered sequence of pen strokes into a sequence of CAD commands which, when executed, recreates the input sketch from the known camera view. At the core of our method is a novel stroke grouping task learned by a sequence-to-sequence neural network, along with a geometric fitting procedure that provides corrections and geometric
context in the autoregressive inference loop. We also introduce a sliding window scheme to translate long drawing sequences into multiple CAD commands. Our extensive evaluation demonstrates the advantage of the proposed setup on stroke grouping accuracy, as well as its generalization to real-world data despite being trained on synthetic CAD sequences. This ability to group strokes into CAD operations is the key enabler of the first end-to-end system that produces sequences of CAD commands directly from user drawings.

The proposed system has a set of assumptions and limitations that we propose to address in the future work.

Limited primitive/operation types. We demonstrated the core concepts of stroke grouping and CAD operation reconstruction using a restricted set of primitives (cuboids and cylinders) and operations (extrude and subtract perpendicularly to flat surfaces). While the stroke grouping network could be trained with a dataset that contains other primitives and operations, the challenge resides in recognizing more diverse operations (e.g., taper and bevel) at the operation reconstruction stage, as well as in implementing the corresponding robust parameter fitting from the predicted base and edge probability maps.

Limited drawing style. Our prototype primarily targets novice users and assumes that only the feature lines of the object are drawn (both visible and hidden lines). An exciting direction for future work would be to train our system on synthetic drawings that emulate the style of professional designers, and test it on real-world design sketching sequences [Gryaditskaya et al. 2019]. But professional designers employ specific construction lines, for which non-photorealistic rendering algorithms do not exist yet. In addition, real-world sketches exhibit more diverse viewpoints than our 3/4 orthographic view, they include over-sketched and over-shot strokes, and they depict CAD operations we do not support.

Ordering of strokes. Motivated by our formative pilot study, and by ordering principles described in sketching books [Dodson 1990; Edwards 1979; Steur 2011] and observed in recent drawing datasets [Wang et al. 2021], we designed Free2CAD to handle drawings with a weak ordering among the strokes (i.e., largely coarse-to-fine modeling). Specifically, since our method relies on progressive geometric context to facilitate grouping and primitive/operation finding, some shapes may be successfully handled in one orientation but not in others. For example, in Figure 16, the T-shape is successfully recovered when drawn in the horizontal orientation (16a), rather in the vertical one (16b). This also relates to an inherent ambiguity of CAD commands — a sequence of CAD commands maps to a unique 3D shape but not the other way round. For example, the same T-shape is successfully parsed if it is drawn as two stacked cuboids (16c). In the context of manufacturing, however, one decomposition is more desirable than the other: two cuboids may be easier to fuse together, rather than having to subtract two cuboids from a larger cuboid. Defining a measure of the manufacturability of an inferred CAD sequence would greatly benefit generative modeling tasks like ours.

Exposure bias. We trained the Transformer using ground truth data for geometric context and stroke correction. In our tests, the geometry reconstructed from the inferred operations were sufficient to enable generalization from synthetic to real data. However, a more robust approach would be to actually reduce the exposure bias. Recent efforts [He et al. 2021] on robust decoders can help in this goal but we need to further account for the unique geometric context available in our setup.
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